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Overview

A few words about Lulea and LTU
Concepts of Machine Learning
Biological Motivation

Foundations for Neural Networks

Thursday:
— LSTM Basics and Current Trends
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Our strengths

Education and research in close collaboration with
iIndustry and society

Cutting-edge environments and testbeds for
Innovation and research

Research that creates global societal benefit

SSDA 2019, Marcus Liwicki: Introduction into ML and NN 5



1971

The University
was established
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turnover o
1.7 billion SEK 43 /0
education

Y

947 million SEK of which
60 % is externally funded

6 9 research subjects

Natural Sciences, Engineering and Technology,
Economics, Health Sciences, Humanities, Social
Sciences, Educational Sciences and Art.




LULEA UNIVERSITY OF TECHNOLOGY

0 1 650 staff New professors

f \ 46% 54% 46% of the new

15 500 students Women  Men professors in 2017
and 2018 were
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Women Men

262 professors
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~-The Space Unlver3|ty of Sweden

: Competence and |nternat|onal network

The only Master Programme in Spaoe Englneerrng In
Sweden - |

NanoSat Lab

Water on Mars




| N
s L 3 —
NS, G T

Our students -

(Percentage women®, mend)

Contract educa-
tion (946%,
454%)

1.46%

Freestanding

First-cycle courses (258%,
education 242%)

(94g?é§)/504%) 33.09%
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LTU AI VISION

Vision
We transform the Lulea region into a in
(Al) at both national and European level. A region that will demonstrate and

applications of Al in real-life use cases of benefit to industrial, research,
educational, social, and health aspects of human life and society.

Mission statement

We aim at creating a strong and active ecosystem in Al, an ecosystem
that directly connects fundamental research with real-life applications
and demonstrations of Al in the industrial sector and beyond, and by that
contribute to a safe and measurable strong impact of Al innovations

in everyday life.
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We are Well Recognlzed

3 LTU Al-researchers in IVA's 100 list of innovators
Selected in IVA's top Achievements in Engineering 2018
Leaders in various machine learning competitions
Leaders in Aerial Robotics, and many other areas
Young investigator awards in various Applied Al topics
World’s 1st PhD student in living labs
Sweden's only NVIDIA DLI ambassador
Marcus among top 50 Al researchers
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Contact: Marcus.Liwic

ki@ltu.se
Document Analysis
modern & historical

Natural Language Processing
Chatbots, intent classification

- Open PhD positions = TepStart i J ‘

Ups
- Scholarships for women L N S e o e

Source
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Bibopo estas muzikstilo, kiu
komence de la 1940-aj jaroj en
jazo anstatauis la svingon kiel
Cefa stilo kaj per tio formis la

complex bazon por la moderna jazo. L
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Machine
(e.g., Neural Network)
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Areas of Machme Learning

Machine

Learning

Training data : _ DEIENE
) Supervised Unsupervised .
with labels Learning Learning avallable, but
available no labels

Reinforcement )
Learning Clustering

Artificial
Curiosity

y
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Feature

Classification Regression Learning




. (all my lecture material)
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https://experiments.withgoogle.com/ai
https://quickdraw.withgoogle.com/
http://bit.ly/liwicki-vdl-17

Key Terms iIn Machine Learning

Machine Learning: Computers learn without being specifically programmed
Pattern Recognition: Computer recognizes structures (text, objects)
Learning/Training: Give the computer samples to automatically adjust itself
Ground Truth: Labels generated by human expert — what we expect to get
Training Data: Representative example patterns (images) with ground truth
Validation Data: A separate set to find the best method
Test Data: Another separate set for final evaluation
Deep Learning: Buzzword — to get funding

Typical Neural Networks:
Convolutional Neural Networks (CNN) — for images (fixed size)
Long Short-Term Memory (LSTM) — for n-dimensional sequences est

ypical Split

ining

ation 1

ation 2
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Not the real name, but this

Let me IntrOd uce MarVI n applies to multiple of my current

and former PhD students

Is a great person who joined our team

Searches for internships at Google, fb,
€ rejected because he is not from MIT ;)

However, she is very skilled and got
offers from other companies
— high salary ($ 5000-11000 per month

Also | had ~5000 net salary
¢ Stepped down to ~4000 in Sweden L

UNIVERSITY
OOOOOOOOOOOO
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People need opportunities not money
And you can find that in Sweden!

" Stable base

— Tenured positions \/

— Health, social security
" Fruitful environment

— High-impact researchers \/

— Start-up culture ?
" Perfect infrastructure

— Computing & research facilities

— Support for travel, organization, collaboration, ...
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Dendrite
Connected

Cell with Synapse

>10" neurons

Goal: make computers intelligent
|dea: simulate neural behavior on PC ; - e X L
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Learning of Neural Networks

" Learning takes place at the synapses
— Efficiency is increased if more ionic channels open
— So-called NDMA receptors (N-methyl-d-aspartic acid)
— Much exitation leads to unblocking (Mg*) of receptors

" Stored information needs to be refreshed periodically

. tran "'miltem are presynaptic
synapse PN
e o ce H

Mgt @ ©

TR G T
membrane I D:D D:[m: *
Mg ion is displaced NMDA receptor target cell
by depolarizing the cell Ci o LULEA
L& UNIVERSITY

b o OF TECHNOLOGY
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Fundamental: Human Mind is More Complex

(C) Retinal ganglion cell (D) Retinal amacrine cell

|)L'I\dr|h-«{

Dendrites

Cell body e

(A} Neurons in mesencephalic
nucleus of cranial nerve V

Cell

bodies

Examples of Neurons
D. Purves et. al.,
Neuroscience, 3rd Ed.,
Page 3.

Axons

(E) Cortical pyramidal cell

Dendrites

Dendrites <

(B) Retinal
bipolar cell

Dendrites -{

(F) Cerebellar Purkinje cells

Cell body _
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Mult| Layer Perceptrons for Object Recognltlon
" Obiect image

Neural Network
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Human-designed Features
- Number of circles

- Biggest shape ‘

- Number of dark pixels % % %
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Multi- Layer Perceptron Networks
@ " Feature vector (at timestamp t)

| Wt

" Perceptrons in the individual layers

— Aggregation function gt = ) w;x!

St ey — Activation function (squashi2 functicn)
Output Laye bj, = h(a") S

l h: o(x) = 1T 0% (sigmoid) | fc g
M e’¥—1 L

OF TECHNOLOGY
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|

Input Layer

Hidden Laye

Output Laye

Mult| Layer Perceptron Networks

@ " For every hidden layer: pt = h(z Whtp bp)

" Output depends on the weights
" Training of weights by using the
backpropagation algorithm

Set of training samples with ground truth
Apply the network on training samples
Propagate error of desired outputs back

Update the weights into the opposite
direction of the error gradient

SSDA 2019, Marcus Liwicki: Introduction into ML and NN 32




Backpropagatlon conceptual

% % @ . @
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(Very) deep NN
" Learning of representations

" Learning of sequences

" Learning of concepts/relations

dem man dirre aventivre  giht



2011 — AlexNet 4 Object Recognition?
2006 — The American Pream-Trio?

No! — 1980, Fukushima

cockroach
tick
starfish

mushroom
jelly fungus

fire engine | dead-man's-fingers

snow leopard
Egyptian cat

titi
indri
howler monkey
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n: Whe did the Promgrammlng
of Intelligent Machine Algorithms start?

She suggested the data input that would program
the machine to calculate Bernoulli numbers

“Supposing, that the fundamental relations of
pitched sounds in the science of harmony and of
musical composition were susceptible of such
expression and adaptations, the engine might
compose elaborate and scientific pieces of music
of any degree of complexity or extent.”

" Ada Lovelace, mathematician in 1840’s
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Basic Network Archltectures

Deep Convolutional Neural Networks (CNN) for Images

1980 - Fukushima
1998 — LeCun
(MNIST)

conv 1 ]mﬂ] il conv 2 punl 2 conv3 convd conv s pﬂﬂl 3 fe g fc?  fcd
a6 35 %15x13 IRdx13x13 Ex13x13 #15x13 256x6x6 Widaixl 4MEx1x 1D x1x1

1997 — Hochreiter
& Schmidhuber

‘;"‘i o . i
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ImageMet Large Scale Visual Recognition Challenge results

In the competition's first year
teams had varying success
Every team got at least 25%
WIONE.

In 2012, the team to first use
deep learning was the only
team to et their error rate
below 25%.

The following year
nearly every team got
25% or fewer wrong.

" In 2017, 29 of 38
o teams got less than
; 5% Wrong.

2012 won by CNN (AlexNet)




Speech Recognition
Recommender Systems
Autonomous Driving

Real-time Object Recognition
Robotics

Real-time Language Translation
Many More...

Super-human

performance
reached

\ Sy
. : gy y
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UNIVERSITY
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business

Research

easy-to-use

Useful Toolklts (Most Popular)

Keras:
deeplearn;js:

Deeplearning4;: S|ideS at: bitlyl2019'SSda

Tensorflow (and interesting visualizations in tensorboard)

Caffe2 and Caffe

Ul's and more for end-users
https://cloud.google.com/ml-engine/docs/
https://aws.amazon.com/machine-learning/
https://azure.microsoft.com/en-us/overview/

PyTorch & Torch

¥ N &
{3
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https://elitedatascience.com/keras-tutorial-deep-learning-in-python
https://deeplearnjs.org/
https://deeplearning4j.org/
https://mxnet.incubator.apache.org/how_to/finetune.html
https://www.tensorflow.org/get_started/
https://www.tensorflow.org/programmers_guide/summaries_and_tensorboard
https://caffe2.ai/
http://caffe.berkeleyvision.org/
http://pytorch.org/
http://torch.ch/
https://developer.nvidia.com/embedded/learn/tutorials
https://developer.nvidia.com/digits
http://deepcognition.ai/resources/
https://orange.biolab.si/

Useful Models

The number one place for finding pre-trained models

— (also gives hints for successful applications)
A bit easier to understand, because it is curated

Small, but with demos  Slides at: bit.ly/2019-ssda

Individual task: Look at both websites and try to find a model )
working in a domain which is interesting for YOU L

OF TECHNOLOGY
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https://github.com/BVLC/caffe/wiki/Model-Zoo
https://modeldepot.io/
http://pretrained.ml/
https://github.com/keras-team/keras/tree/master/examples

Other Useful Links

LULEA
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https://teachablemachine.withgoogle.com/
http://playground.tensorflow.org/
https://experiments.withgoogle.com/ai
https://transcranial.github.io/keras-js/#/imdb-bidirectional-lstm
https://transcranial.github.io/keras-js/#/mnist-acgan
https://quickdraw.withgoogle.com/
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We can Learn From Failures & Success

" Deep Learning and Al is not the answer to everything
" An extension of reinforcement learning is Artificial
Curiosity
— Could (and definitely would) go terribly wrong
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https://www.techrepublic.com/article/top-10-ai-failures-of-2016/
https://blog.statsbot.co/deep-learning-achievements-4c563e034257
https://blog.statsbot.co/deep-learning-achievements-4c563e034257
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And colleagues
0 LTU

| Kaiserslautern
! Fribourg

[ Internatlonal

Fotini

Priamvada

Oluwatosin

Incoming 2019 ...
Saleha Javed ¥
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n.ddeﬁ uest -
unlocked:

" During lunch sit at a table with at least (one of each):
1. Person not having your gender
2. Person not working in the same city as you
3. One of the lecturers of this summer school

" easy mode (today)
— | will not sit at a VIP table, if there is one
— We (lecturers) will sit at different tables (hopefully)

SSDA 2019, Marcus Liwicki: Introduction into ML and NN 47
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